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Abstract-The wall conductive flux in gas for a turbulent and homogeneous flow in a channel is directly 
deduced from a laser beam deflection technique. The main advantage of this method is the elimination of 
the radiative flux contribution. The beam deflection is due to the refractive index gradient field induced by 
a temperature gradient field at constant pressure. Experimental data are treated by using a parameter 
estimation method. Experimental fluxes associated with Reynolds number based on the hydraulic diameter 
in the range 1.75 x lo“-35 x lo4 and a temperature gradient in the range 60-120 K mm-’ agree with the 

results of a two-dimensional turbulence model when taking into account all uncertainty causes. 

1. INTRODUCTION 

Two KINDS of techniques are used to measure directly 
or indirectly the temperature field or wall conductive 
heat flux in gases : optical methods [l] and intrusive 
methods. 

Among the intrusive techniques hot wires, generally 
2.5 pm thick, and thermocouples, about 50 pm thick, 
are often used [2-S]. Each kind of probe is an opaque 
body for which the thermal balance depends on the 
emitted and absorbed radiative fluxes in the medium 
considered. If the gas is transparent, air for example, 
the incident flux on the probe issues from different 
wall elements which may be much hotter or cooler 
than the probe. Even if the convective heat transfer 
coefficient is large in the case of flow around a fine 
wire, the radiation effect cannot be neglected near the 
wall, where the fluid velocity is low [6]. On the other 
hand, the intrusive techniques considered are often 
used with temperature difference between the wall and 
the gas of about 15 K [7-lo]. Radiation effects are 
therefore weak. But here we consider a temperature 
difference of about 150 K. 

Optical techniques possess the considerable advan- 
tage of not disturbing the gas hydrodynamical proper- 
ties where the measurements occur. They generate 
practically no inertial errors so that rapidly changing 
processes can be accurately followed, provided that 
the processing method is characterized by a 
sufficiently high sampling frequency. Depending on 
the kind of interaction between the radiation and the 
gas we can distinguish, for example : (i) spectroscopic 
methods such as the two-line absorption technique 
[ 1 l] or inversion of gas absorption line shape for lami- 
nar [6] or turbulent [ 121 gas flow ; (ii) Rayleigh [ 131, 
Raman [14] and coherent anti-Stokes-Raman [15] 
scattering methods ; and (iii) methods based on 
properties depending on the optical refraction index 

such as interferential [16] and holographic [ 171 tech- 
niques, shadow and Schlieren [ 181 methods. A variant 
of this method is the laser beam deflection technique. 
Previous authors have used this method to measure 
gas density in molecular free jets [19], thermal diffu- 
sivity for material [20], photothermal spectroscopy 
[21, 221 or gas temperature in a laminar free con- 
vection [23]. 

In this paper we extend the laser beam deflection 
technique in order to determine the wall conductive 
heat flux in a turbulent air flow. It is worth noticing 
that this method is interesting when the wall radiative 
flux is not negligible and especially when radiation 
and convection are coupled. The major difficulty is 
that the turbulent conductive sublayer is small com- 
pared to the laser beam radius of about 0.5 mm. The 
optical set-up is based on an He-Ne gas laser and a 
very precise photodiode position sensor. The laser 
beam displacements induced by the refraction index 
variations due to a non-uniform temperature in an 
homogeneous medium are recorded for different inlet 
laser beam positions. Experimental data are treated 
by using a parameter estimation method which leads 
to an analytical temperature distribution. The prin- 
ciple of measurements and the data treatment are 
given in Section 2. The EM2C wind channel, pre- 
viously studied elsewhere [24, 251, is briefly described 
in Section 3.1, the optical and experimental pro- 
cedures in Sections 3.2 and 3.3. Section 4 is related to 
the experimental results and their accuracy. A com- 
parison between these results and those of a two- 
dimensional (2D) four supplementary turbulence 
model [26, 271, briefly described in the Appendix, is 
made in the last section. This comparison takes into 
account both the limitations of the 2D turbulence 
model and the uncertainties related to the inlet gas 
flow data and the temperature fields in the EMZC 
wind channel. 
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NOMENCLATURE 

u thermal diffusivity Greek symbols 
A parameter vector 0 Gladstone-Dale constant 

CP specific heat at constant pressure 0 F:‘2 

D displacement on the photodiode 4 wall conductive heat flux 
sensor 6 uncertainty on J’ 

Dh hydraulic diameter f dissipation rate of k 

E height of the channel X!, dissipation rate of 0 
11 convective transfer coefficient .? thermal conductivity 
H enthalpy /1 viscosity 
k turbulent kinetic energy P density 
tir mass flow rate d objective function. 
M number of experimental data 
YI index of refraction Subscripts 
N number of parameters 1 related to section 1 

P pressure 2 related to section 2 
Pr Prandtl number C1 related to the inlet of the channel 
r positon vector h bulk 
R curvature radius d related to the displacement of the laser 
Rf Reynolds number beam 
s simplex edge size i related to the lower wall 
T temperature Ml related to the model of turbulence 
U axial velocity t turbulent quantity 
U inner normal unit vector u related to the upper wall. 
L’ transverse velocity 
.Y axial distance from the inlet of the Superscripts 

channel A* fluctuating part of A 

!’ normal distance to the upper A ++ and A+ dimensionless expression of A 

horizontal wall ii Reynolds averaging 
.Y direction of the laser beam. K Favre averaging, 2 = j-2$5. 

2. PRINCIPLES OF MEASUREMENT AND 

TREATMENT 

A light beam crossing a medium of nonhomo- 
geneous refractive index n(r) is deflected toward the 
stronger n value region, The differential equation 
describing the trajectory of the light beam is [28] 

where R(r) is the curvature radius at point r and u is 
the inner normal unit vector. For pure gases at con- 
stant pressure p the refractive index is given as a func- 
tion of temperature by the Gladstone-Dale law [28] 

where r, and p$ are the standard temperature and 
pressure, respectively (T, = 273.15 K, p,, = 1 atm), fi 
is the Gladstone-Dale constant which depends only 
on the gas nature and the light beam wavelength i. In 
the considered case of air and for a wavelength 1, of 
0.6328 pm (the He-Ne laser wavelength), fi is equal 
to 2.920 x lo-“. Equations (;) and (2) show that the 
light beam trajectory ciearly depends on the tem- 
perature distribution of the crossed homogeneous 

gaseous medium at constant pressure, so we can 
expect to determine the medium temperature field 
using a set of well-chosen beam trajectories. We con- 
sider in fact a ID temperature profile T(y) which 
varies only in the direction 0~ orthogonal to the laser 
propagation direction Oz (Fig. 1). Equation (1) 
becomes 

)“’ I dn L = - _-. I 
I +.I.” n d_r 

_____-__-___ 
i+2 D ------+I i+* 

FIG. 1. Principle view of laser beam deviaticm and dis- 
placement; definition of axes and geometry. 
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where y’ and y” are the first and second derivatives of 
Y vs z, respectively. For air, n is practically equal to 1 
and Y’ negligible compared to 1. We therefore obtain 

K dT 

y” = - F dy (4) 

In turbulent flows, the local gas temperature field can 
be written : 

T= T+T’, (5) 

where T and T’ are the mean and fluctuating parts of 
T, respectively. A second-order Taylor expansion is 
applied to the term l/T* of equation (4) and we obtain 

+3Fg -1 (6) 

Time averaging of this equation leads to 

_-_-+3’7;iIdT ldp 

T dY -1 T= dy ’ (7) 

To evaluate the order of magnitude of the last two 
terms of the last factor in equation (7), called B, com- 
pared to the first term, called A, we use a four sup- 
plementary equations turbulence model [26,27] which 
is given in the Appendix. As it is shown in Fig. 2, B is 
negligible compared to A. The absolute value of the 
ratio B/A is always less than 1.5 x lo-= in our exper- 
imental conditions. Equation (7) becomes 

?i K dr 
Y =-FG (8) 

or in a discretized form (see Fig. 1) 

Yi/+1 ..Az=, (9) 
!I 

where y, is the distance to the wall of a discretized 
point i of the trajectory i, AZ is the spatial increment 
in the laser direction. The refractive index gradient is 
assumed to be uniform between yv_ , and y,, , The 

-2 -“‘.I .‘.‘I ” ” I”‘.‘. ” ” ” ” 

0 5 10 1.5 20 25 30 
Distance (mm ) 

FIG. 2. Evolution of the ratio B/A at sections 1 and 2 versus 
the distance y to the upper wall, case of experiment ES (see 

Section 4). 

displacements Di are measured on a sensor at a given 
distance L, from the channel for a great number of 
entrance distances y,, from the wall. The expression 
of the time averaged displacements is then given by 

4 = Yip-Y,1 +Y&L2, (10) 

where yi, and y; are related to the exit point of the 
trajectory in the channel. The laser beam is, in prac- 
tice, maintained parallel to the wall and displaced 
vertically from a position very closed to the wall to a 
position where the temperature gradient becomes too 
small to be detected. Thus, we obtain a set of exper- 
imental couples oJil, a;). Our objective is to determine 
the wall conductive flux in the gas using the set of 
experimental displacements. In a previous paper [23] 
two different methods have been used to treat the 
experimental data : 

1. The parabolical trajectory (PT) method assumes 
that each light beam crosses a path characterized by 
a constant refractive index gradient. This assumption 
leads to a parabolical beam trajectory. However, in a 
forced turbulent non-isothermal flow a strong tem- 
perature gradient appears near the wall. Consequently 
the refractive index gradient seen by a beam is not 
uniform and the PT method is not valid. 

2. In fact we use the parameter estimation (PE) 
method in which the temperature field near the wall 
is expressed as a given function depending on a few 
parameters. A sequential simplex search [29] can be 
employed to optimize these parameters. For M 
couples of measurements (JJ~,,~,) we choose a dimen- 
sionless temperature function T+ 

T+ = T”-T 
~=S(Y+,al,a,,...,a,), 
Tu-T 

(11) 

where T, and T, are the upper and the lower wall 
temperatures, respectively. The function g depends on 
N parameters aj (j = 1,2,. . , N) to be determined and 
on the dimensionless distance to the wall y+ defined 

by 

y+2, 
(12) 

where E is the height of the channel. The number 
of parameters N is smaller than the number M of 
experimental couples oiil, DJ. The approach of 
Spendly et al. [30] is used to determine the tem- 
perature function parameters. For each step of this 
method the two main quantities are the parameter 
vector A(a,, a,, . . , aN) called the simplex vertex and 
the objective function cr to be minimized, defined by 

(13) 

where Di (i = 1,2,. . , 44) is the displacement in con- 
dition i, calculated by using the parameter vector A, 
the temperature function g and the basic equations 
(l)-(10). For a problem with N parameters to be 
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determined, an initial vector A0 is chosen and N others 
are determined using the expression 

A, = A,+(ak,,u,:, . . . . . ~,,,)r k= 1,2,...,N 

QL, = p&,+rl(l -ci,,). f 14) 

where tS,, designates the Kronecker symbol ; p and (4 
are given by 

where s is the simplex edge size. Corresponding to 
these N+ 1 parameter vectors Ak, N-t- 1 objective func- 
tion u, values are evaluated. The vertex at which D is 
worst is rejected and replaced by a new vertex obtained 
from the other N vertices [29,30]. A new value of the 
objective function is calculated at this new vertex and 

compared with the N-t 1 previous objective functions. 
The procedure is repeated until one of the following 
two criteria is satisfied : 

(i) A physical convergence is obtained when 

CT < i:oD”,ar. (16) 

where E, is the estimated variance of the experimental 
relative error on the displacement (to be determined 
in Section 4) and D,,, is the maximum displacement. 
The physical uncertainty on the obtained value of A 
associated to g will also be discussed in Section 4. 

(ii) No subsequent adjustment of A would lead 
to further improvement. The criterion of no further 
improvement can be expressed as 

with 

(18) 

where P is an arbitrary small value. This is a criterion 
of mathematical significance : the average of the last 
Nt I parameter vectors is then considered as a new 
A,, vector and the whole procedure is restarted with a 
smaller simplex size s. The method is applied until 
the physical convergence criterion [equation (16)] is 
reached. If the function y defined by equation (1 I) is 
poIynomia1 vs .E’ + 

TC = u,y+ +fz2v+2 t . I +u.y4’+‘v (19) 

then the coefficient a, leads to the wall conductive Aux 
value. 

3. EXPERIMENTAL SET-UP AND PROCEDURE 

3.1. The EMZC wind channel 
The EM2C wind channel has been previously stud- 

ied elsewhere [6,24, 251 and consequently only a brief 

description is given here. tieated air at about 393 K 
flows inside a horizontal wind channel with a rec- 
tangular cross-section (0.15 m wide, 0.03 m high and 
3 m long) following a nozzle. The upper and lower 
walls of the channel were maintained at constant hut 
different temp~r~~tures. The upper wall is heated clec- 
trically and was stabilized in our experiments at a 
temperature T,, of about 530 K; the lower one T, was 
held at about 373 K using a liquid- vapour water phase 

change. Deviations from the fixed wali temperatures 
were given by 25 chromel-alumel thermocouples. The 
maximum deviations are about 2 5 K for Ti and :t 15 
K for T,,. The channel end was open to the atmo- 
sphere, all the studied flows were then at atmospheric 
pressure which was measured during each experiment. 
A simple control thermocouple. without radiation 
shield , gives the mean air temperature T, at the 
entrance .Y = 0 of the wind channel. 

Two sets of four windows located at .Y = 0.5 m and 

at .Y = 1.7 m of the inlet section of the channel enable 
optical measurements at two cross-sections of the 
channel 1.2 m away from each other (Fig. 3a). At each 
side of a section a sapphire (Al,O~) slab, 3 mm thick 
and 40 mm of diameter, braded on a titanium ring 
was put in line with the inside vertical surface of the 
channel to a tolerance of 0.1 mm in order to avoid 
flow pertubations. This sapphire slab and a fluoride 
CaF, slab of the same size delimit a vacuum tight 
enclosure in order to avoid laser beam deviation due 
to natural convection (Figs. 3a. hf. The laser beam 
deviation technique described in the previous section 
was applied at the two optical sections. 

Gas temperature measurements were also made by 
two movable thermocouples (chrome1 alun~el. 0.25 
mm diameter) equipped with radiation shields. 
located 3 cm away from the opticai sections of the 
channel. Tllcrm~~couples were displaced in the Bon 
by micrometric screws and the radiation shields were 
retracted in the upper wall of the channel before pro- 
ceeding to optical measurements (Figs. 3b. c). The 
thermocouple measurements were not valid for dis- 
tances to the wall _r of less than 4 mm because of 
the perturbatjons generated by the recirculating flow 
induced by the hole in the wall, and also because of 
the effect of direct radiation from the hot wall on the 
thermocouple (Fig. 3~). In the case of the turbulent 
flow considered, we consider that the temperature 
measured by the thermocouple in the inner region of‘ 
the channel (4 mm away from each wall) is close to 
the gas temperature with an error of IL2 K. In fact. 
an estimated value of the convection coefficient in the 
flow core at the thermocouple junction point is about 
500 W m ‘K ‘. while a crude estimation of an etfec- 
tive radiative transfer coefficient at the same point is 
about 5 W m -’ Km’. Temperature measurements by 
both techniques (beam deflection and thermocouple) 
at the upstream section I are used as inlet conditions 
in flow calculations; results of these calculations are 
then compared to measurements at the downstream 
section 2 in Section 5. 



: {a) trajectory of the laser beam in a sectional view of the 
channel, (b) general view for He-Ne laser displacements measurements, and (c) recirculating flow near the 

thermocouple with radiation shields. 

3.2. Upticat setup 

Figure 3 shows the optical arrangement for dis- 
placement measurements. The fight sources were two 
Spectra-Physics He-Ne lasers of 0.95 mW used in the 
Gaussian mode TEMOO. Two motorized units includ- 
ing “Microcontrol” step-by-step motors and focusing 
lenses allowed precise vertica1 displacements of the 
beams, parallel to the horizontal walls, and permitted 
displacement measurements at any position with a 
spatial resolution of about 10 pm. The beams were 
focused in the middle of the channel in order to min- 
imize their sizes. They were deflected toward the colder 
wall and were collected by two “SDC” photodiode 
position sensors (type SD-386-22-21-251) char- 
acterized by an active surface of IO x 10 mm2 and a 
response time less than lo-%. With the chosen elec- 
tronic devices beam displacements were acquired with 
a frequency as high as 30 kHz. The laser spot diameter 
on the position sensor due to natural expansion was 
about S-6 mm. Each position sensor was displaced by 
the step-by-step motor in such a manner that the laser 
spot was always in the sensor centre region, to get 

optimal response linearity. Any displacement of the 
laser spot centre was converted into an electric 
tension. The conversion coefficient tension/ 
displacement was 2.45kO.02 V mm-’ for the first 
sensor and 2.67 rt 0.02 V mm-’ for the second. These 
values were valid only if the centre of the laser spot 
was inside a 4-mm diameter circular region of the 
position sensor. In fact, the sensor was moved to fol- 
low the laser spot. This pursuit procedure was 
repeated again. After two movements, the total dis- 
placement of the laser spot was determined by the sum 
of the imposed displacements of the sensor and the 
displacement on the sensor which was determined 
from the measured tension. All the movements of the 
step-by-step motors were controlled by a personal 
computer (Commodore 286) which also performed 
the acquisition of the laser spot displacements. 

The laser beam size and the distance between the 
heated surface and the laser beam axis were difficult 
to determine. The beam size was estimated by the 
following procedure without heating the channel : first 
the laser beam is moved until it just disappears behind 
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the wall, and in a second step to appear parallel to this 
wall, with a similar diffraction figure. The diameter of 
a laser beam is estimated by the measurement of the 
beam displacement 4, = 1.1 fO.l mm, for section 1 ; 
4, = 0.9+0.1 mm. for section 2. The second pre- 
viously considered position of the beam is taken as a 
reference at the distance .r,, = 4,/2 to the wall for the 
determination of a current distance J’, by the procedure 
described above. Consequently the uncertainty on a 

current distance to the wall y, is in practice due to the 
uncertainty on the laser beam diameter of about i_ 0. I 
mm. 

3.3. Experimentalprocrdure 
In turbulent flows, the laser beam displacement is 

time dependent because of temperature fluctuations. 
The displacement D, is averaged during a period of 
time At and with a sampling frequency ,j At is chosen 
to be long enough (from I to 3 s) to ensure that D, is 
time independent (standard deviation from the aver- 
aged displacement less than the experimental noise) 
and ,f’ is taken greater than the double of the highest 
frequency observed in the spectral analysis of dis- 
placement D,(r), in practice from 5 to 15 kHz. Thus, 
we obtain a set of couples b,, , ii,). 

It is worth noticing that in an experiment without 
heating a displacement up to a few 0.1 mm on the 
photodiode sensor can appear. This displacement is 
due to three factors : 

(i) The photodiode sensor surface receives, in 
addition to the main laser beam, many other small 

beams due to unavoidable multiple reflections 
between the different optical interfaces crossed by the 
laser beam. Their effect is to modify the tension issued 
from the position sensor which is related to the bary- 
centre of the beams weighted by their intensities. 

(ii) The step-by-step system generates an uncer- 
tainty of about 10 pm on J( and about + 5 x IO ’ rad 
on the beam incidence angle at the entrance in the 
channel which corresponds to a displacement of 
+ 0.1 I mm at a distance of 2 m (the distance between 
the step-by-step motor displacing the laser beam and 
the position sensor). 

(iii) The different optical slabs crossed by the laser 

beam are not rigorously parallel. The result is a dis- 
placement of the beam on the photodiode surface. 

The displacements observed in our experimental 
conditions must be corrected if we take into account 
the three previous error causes. For this purpose we 
use displacements issued from an experiment with 
heating but without air flow. As the upper wall is 
warmer than the lower one, a stratification regime is 
observed and natural convection does not appear. 
Therefore we consider that the temperature field in the 
gas is purely conductive but nonlinear. The theoretical 
displacement deduced from the temperature field can 
be numerically calculated using the finite difference 
method applied to equation (8). The difference 

between the theoretical and experimental dis- 
placements obtained with heating but without flow is 
used to correct the experimental displacements for our 
experiments. 

Another source of error could be the effect of gas 
temperature variation inside a laser beam section. In 

the turbulent non-isothermal flow considered here, the 
temperature variation near the wall is about 100 K 
inside the section of the laser beam. We have cal- 
culated the deformation of the beam generated by this 
temperature variation. In fact the laser beam is divided 
into many elementary beams. Their sections arc 
assumed to be isothermal. The global displacement 
DC‘, is related to the barycentre of these beams 
weighted by their intensities on the photodiodc 

surface. The highest relative difference between D,, 
and the displacement of the beam centre D,,,, is about 
2 x 10 ‘. This effect induces a variation in the wall 
conductive flux of about _t 1 x IO ‘. 

We have also studied the effect of the lateral thermal 
boundary layers on the deviation of the laser beam. 
Figure 10 shows an example of the comparison between 
the gas temperature field in the middle of the wind 
channel section and the assumed linear temperature 
field of the lateral wall vs the vertical distance T. The 

difference between the two fields explains the presence 
of thermal boundary layers near the vertical walls. We 

0 5 10 15 20 25 30 

Distance ( mm 1 

5 1.51. ” “. “ ” ” ” 4 ” I 
0.0 0.2 0.4 0.6 0.8 1.0 1.2 

Distance ( mm 1 

- - simplex 

Distance ( mm ) 

FIG. 4. Results of experiment El : (a) gas temperature fields 
vs the distance y at section 1. The initial condition profile is 
the temperature field which allows to start the model used in 
Section 5. The simplex profile is the temperature field 
deduced from the PE method, (b) displacement fields vs the 
distance y at section 2, and, (c) gas temperature fields vs the 

distance y at section 2. 
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have assumed that these boundary layers near the 

Consequently these two effects are neglected in all 

vertical walls have the same dimensionless tem- 
perature field than the one found in the boundary 

the treatment of the experiments. 

layer near the upper wall. The maximum relative 
difference between the displacements computed with 
and without taking into account the lateral boundary 
layers is 3 x IO-‘. This difference induces a maximum 
relative difference between the corresponding wall 
fluxes of about 1 x lo-*. 

4. EXPERIMENTAL RESULTS 

Experiments have been carried out for five different 
values of the inlet Reynolds number based on the 
hydraulic diameter Re&x = 0) varying between 10’ 
and 3.5 x 104. All experimental conditions, i.e. the 
Reynolds number Re,,(x = 0), the upper and lower 
wall temperatures T,, and T,, the approximate inlet air 
temperature T, at x = 0, the mass flow rate and the 
experimental results, i.e. the wall temperature gradient 
and the wall conductive flux (bZd with their uncer- 
tainties, which are discussed later, are summarized in 
Table 1. The PE method has been used to treat the 
laser beam displacement fields. In order to minimize 
computing time the first vector A, which serves to 
initialize the simplex search is chosen from a fit of the 
temperature field given by the 2D turbulence model 
in the conditions of the experiment. It should be 
noticed that the local wall tem~rature value at section 
1 or 2 is fixed in all the treatment of the experiments. 

As the laser beam deviation technique is not sen- 
sitive to a small temperature gradient, only the dis- 
placements Di which are in the region defined by 
0 < y < 1.1 mm are treated by the PE method. In fact, 
the smallest distance of the beam y, i to the upper wall 
is fixed by the laser beam radius which is equal to 
0.45 + 0.1 mm at section 2. This value corresponds to 
a dimensionless distance y+ +, classically defined from 
the friction velocity U, and the thermal gas diffusivity 
c1 at the wall temperature by 

Y 
it =E 

a 

equal to 7.5 + 1.7 in the conditions of experiment E3, 

for example. Consequently no experimental dis- 
placement measurements can be achieved in the con- 
ductive sublayer defined by 0 < y” + < 3-5. The other 
limiting value related to y = 1.1 mm corresponds to 
about y++ = 20. 

Two approaches can be used to choose the tem- 
perature polynomial function g whose parameters are 
to be determined by the PE method : 

(i) Only one function is applied to the region 
O<y<l.lmm. 

(ii) We assume that the temperature field is linear 
in the region 0 < y++ < yt’ and polynomial in the 
region yt+ < y++ < 20. At the limit between these 
two regions y,, we ensure the continuity of T and 
dT/dy. 

The convergence criterion E,D,,,, defined by equa- 
tion (16), has been taken to be equal to 0.1 mm. This 
value corresponds to the largest causes of uncertainty 
which are related, as seen in Section 3.2, to both the 
measurement of the distance yi to the upper wall and 
to the uncertainty on the stability of the time averaged 
displacement 4. 

The first approach has been successfully applied to 
experiments El-E4 corresponding to Re,,, up to 
3 x lo4 with different polynomial orders n from 2 to 6. 
A typical study of the sensitivity of the results to the 
uncertainty 6 (in mm) to the measured value of the 
distance yi to the wall has been carried out and the 
results given in Table 2. It leads to an un~rtainty 
on the temperature gradient of about 6% in these 
conditions. On the other hand, the sensitivity to the 
coefficient a1 of the linear term of equation (19)) which 
is proportional to &, has been studied. After con- 
vergence, the results obtained for experiment E2 are 
summa~~d in Table 2 where CJ+~, G__~, o,,,, and G._,~, 
denote the objective functions calculated for the 
imposed values of a, corresponding to the wall con- 
ductive fluxes 1.05&,, 0.95&, l.lO&, and 0.90&, 
respectively. It appears that the simplex convergence 
is relatively sharp for a given value of 6. But the quite 
large un~rtainties obtained around the centre value 
of &result from the variation range of 6 and from the 
lack of experimental data in the conductive sublayer. 

The PE method does not lead to convergence for 

Table 1. Experimental conditions 

Experiment Re,(x = 0) 
(dTldy)zd 
[K mm-‘] [k&-2, 

- 
El 10 700 532& 15 372+5 395_+2 l&4+0.2 31.4+ 1.4 1.35kO.06 
E2 17500 531&15 375*5 394+2 3O.OkO.3 63.0, 3.7 2.71 f0.16 
E3 25 200 528jI 1.5 374+5 388k2 43.lkO.4 
E4 

69.3+ 9.1 2.98k0.39 
30 600 528+ 15 373+5 395+2 52.3k0.S 93.5+ 3.8 4.02+0.16 

E5 35 500 5281: I.5 373&S 397+2 60.7&O& 115.1k16.3 4.95 & 0.70 

Re& = 0) is inlet Reynolds number based on the hydraulic diameter, T, and T, are the temperature of the upper and 
the lower wall, respectively, and T,, is the approximate temperature of air at the inlet of the channel ; HI is the mass flow 
rate; (dT/dy)2d the temperature gradient at the upper wall; (PZd the wall conductive flux at section 2, obtained after 
convergence of the PE method. 
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Table 2. Results of experiment E2 
____. __. _ _____ ~. 

6 d GfS 0-5 0*10 fl- IO (dTld,):<, $:<i 
n [mm1 [mm1 b-4 [mm1 [mm1 [mm1 [K mm-~‘1 [kW m ‘1 

2 -0.1 0.09 0.18 0.21 0.32 0.34 59.2 2.55 
2 0 0.05 0.18 0.19 0.33 0.34 63.1 2.71 
2 +0.1 0.03 0.18 0.18 0.35 0.35 66.7 2.87 

_~ 

it is the polynomial order of the temperature function used in the PE method ; S is the uncertainty on the distance J‘ to 
the upper wail; CT,CJ+~,C (,cJ_,” and c_,” are objective functions related to 4z,,. 1.054,,,, 0.95&,,. I .104zC, and 0.90djl,,. 
respectively 

Table 3. Results of experiment E5 

Yl. 6 0 fl+i 0 5 ~_I11 ~-10 (dT:dy),,, 4.d 
n [mm1 y; + [mm1 [mm1 [mm1 [mm1 [mm1 [mm1 [Kmm ‘1 [kW m ‘1 

~_~ ___~~ 

3 0.04 I -to.1 0.06 0.41 0.38 0.81 0.71 131.3 5.65 
5 0.08 2 -tO.l 0.07 0.26 0.25 0.49 0.46 104.3 4.48 
4 0.12 3 +0.1 0.10 0.46 0.44 0.90 0.78 121.8 5.24 

y, is the distance over which the temperature field is assumed to be linear and y, ++ is the corresponding dimensionless 

experiment E5 when using the first approach. In this 
case the closest experimental point to the upper wall 
is located at JJ+ + equal to 11, which is far away from 
the conductive sublayer limited by J++ equal to 3- 
5. Thus, the second approach is used to treat this 
experiment. The results obtained are summarized in 
Table 3. On the other hand, we have applied the 
second approach to experiments El-E4. The wall con- 
ductive flux values obtained from this approach are 
the same as in the first one but with larger uncertainty 
ranges. Figures 4(b)-8(b), which are related to 
experiments El-ES, respectively, show the evolution 
of the displacement fields at section 2 vs the distance 
y to the upper wall. As it is observed on these figures 

the displacement fields deduced from the PE method 
are close to the experimental ones. In Figs. 4(c)-8(c) 
the temperature fields at section 2 from the PE method 
and the thermocouple are represented vs the distance 
~9 while in Figs. 4(a)-8(a) temperature fields at section 
1 are shown. 

In Fig. 9 the standard deviation on the displacement 
Di in the sections 1 and 2 are represented in the case 
of experiment E3 vs the distance y. We observe that 
this standard deviation reaches its maximum for .Y + + 
close to 15 and this property is valid for all the exper- 
iments. It can probably be related to a function of the 
dissipation rate Ed of the temperature variance. It is 
the aim of a future study. 

5. COMPARISON WITH A 20 TURBULENCE 

MODEL AND DISCUSSION 

As a 3D turbulence model is not available to us, the 
results obtained with a 2D turbulence model briefly 
described in the Appendix are compared with the 
experimental ones. The turbulence calculation at the 

developed fields for u, k, E and uniform fields for T, 0. 
E(, [T is equal to T, in this first step, 0 is taken equal 
to the very low value 10m5 K’ while E(, is equal to 
(&)/(0.45k)]. In fact, the value of T, given by the 
control thermocouple without radiation shield is only 
used in order to initialize the calculation ; the air tem- 
perature field is thus replaced by the temperature field 
at section 1 deduced from the laser beam deflection 

0 5 10 15 20 25 30 
Distance ( mm 1 

~~~~ 

0.0 0.2 0.4 0.6 0.8 1.0 
Distance ( mm j 

+ 350 t I ’ I I - I j 
0 5 10 15 20 25 30 

Distance ( mm ) 

FIG. 5. Results of experiment E2. The legend is the same as 
section x = 0 is started with mechanically fully Fig. 4 
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~~ 
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Distance ( mm ) 

10 15 20 
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y -0.0 0.2 0.4 0.6 0.8 1.0 

Distance ( mm ) 

$ 450 

f 400 

F 350 

~~ffftfyy;:,” 

0 5 10 15 20 25 30 
+ 350 t I I ’ ’ . ’ . ’ ’ 

0 5 10 15 20 25 30 
Distance ( mm ) Distance ( mm ) 

FIG. 6. Results of experiment E3. The legend is the same as FIG. 8. Results of experiment E5. The legend is the same as 
Fig. 4. Fig. 4. 

10 15 20 
Distance ( mm ) 

~~ 

0.0 0.2 0.4 0.6 0.8 1.0 
Distance ( mm ) 

- 550 c 1 . I I 1 I I 1 

F 350c.‘.‘1”..“““““““““..~ 
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Distance ( mm ) 

FIG. 7. Results of experiment E4. The legend is the same as 
Fig. 4. 
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for 0 < y 6 1.1 mm joined to the other one measured 
by the moving thermocouple with radiation shield for 
4 < y < 30 mm. A second-order temperature poly- 
nomial function T(y) allows us to join the two profiles. 
As the temperature field has been modified the velocity 
profile is corrected, as below, in order to ensure mass 
flow rate conservation 

@) = P*(Y) u*(Y) 
P(Y) ’ 

where U* and p* are related to the initial calculation. 
At section 2 we compare the wall conductive flux in 
the gas determined by the turbulence model, called 

4 *,,, with the one deduced from the laser beam dis- 
placements, called &,. However, the five following 

0.40 

0.35 
- section 1 

0.30 0--a section 2 

1 0.25 

0.20 

0.15 

0 10 20 30 40 50 60 70 80 90 100 
Dimensionless distance y* 

FIG. 9. Standard deviation fields of laser beam displacement 
vs y” at sections 1 and 2. 
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-air 
---- verticalwall ” 

(-1 -AT,,, 
= -___.. 

4 T,, - T,,, 
(2.4) 

2m II 

3. The Row in the wind channel IS not exactly bi- 

‘. dimensional. The two vertical walls are not isolated _. *. . . but are characterized in a section by a quasi-linear 
. . -. *. temperature profile between T,, and T, (Fig. IO). Then 

-5 . . 
1 we must take into account the heating effect of the gas 

. by these lateral plates along the channel on the wall 

“, I’, “I”‘, conductive flux at section 2. The heat flux transfered 
0 4 10 15 20 25 30 

Distance ( mm ) 
from the vertical walls to the gas can be evaluated 
from Fig. 10 by assuming that the convective heat 

FIG. 10. Comparison between the temperature fields in air in 
a central region and in a vertical wall for experiment E3 at 

transfer coeRcient h is the same as on the upper wall. 

section 1 vs the distance 1’ to the upper wall. 
This effect leads to an increase in the air enthalpy and 

bulk temperature at section 2, represented as AH1 and 
AT,,,, respectively. Then the relative decrease in the 
flux g?,,! is 

effects must be considered in order to correct the value 

of &V*, : 

1. The upper plate temperature 7: is not rigorously 
uniform. It is about AT, lower at section 2 than 
the mean value introduced in the turbulence model. 
The wall conductive flux (Pznl in the gas is equal to 
@TX-T,,), where h is the convective heat transfer 
coefficient and T,,2 is the bulk temperature determined 
by the turbulence model at section 2. If we assume 
that T,, is not affected by small variations of T, the 
relative error on #*, is then 

(22) 

The relative variation of h has been studied numeri- 
cally. For a variation of 10 K in T, Ah/h is equal to 
about 4 x lo-?, which is neglected in equation (22). 

2. The uncertainty on the temperature at section 1 
measured by the thermocouple 4 mm away from the 
walls is & 1.5 K. We obtain therefore a second source 
of error 

(25) 

where H, and Hz are the air enthalpies at section I 
and 2, respectively. 

4. The uncertainty on the measurement of the mass 
Aow rate ti is about + 1%. The change in the heat 
flux at section 2 is deduced from a balance of enthalpy 
between two sections of the wind channel at I and 
x + d.u if we assume the same constant value of /r for 
the upper and the lower wails between section I and 
2. We obtain after integration between section 1 and 
2 

T,+ T,--2T,,, 
-~__ = exp 
TV,+ 7’,-2r,, 

where cP is the heat capacity. The relative error on the 
wall conductive ihtx is then 

5. The experimental set-up does not atlow for the 
If we assume that h is constant between sections I and measurement of the thermal turbulence intensity 
2, then we have AT,, = AT,, and we obtain finally (T”)“2/i’at the inlet of the channel. The effect of this 

Table 4. Relative errors on the wall conductive flux #f2a, determined by the 2D turbulence model 
_^__~_--.-_-...-.-- 

_l_l_~.__ ..--._- ..-. _~ -- ..-... 
El 3 

‘-3 
11.5 t 17.3 -2.4 11.1 -2.1 iO.8 -4.5i. 1.9 

E2 + 1.5 i- 18.9 -2.4 2 1.1 -2.2 +0.8 -4.6+ 1.9 
E3 -10 k1.5 + 19.8 -8.0 & 1.1 -2.2 rtO.8 - 10.2+ 1.9 
E4 -7 &-I.5 +23.6 -- 5.8 * I.1 -2.3 10.8 -X.13_ 1.9 
E5 --9 * 1.5 i-20.2 -7.4 11.1 - I.9 -t-O.8 -9.3k3.9 

.___-_-..~--.~ _-- .--.. I-- ._~. - --- 

H, and H2 are, respectively, the air enthalpies at sections 1 and 2. Thz is the bulk temperature of the model at section 2. 
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Table 5. Comparison between the experimental wall conductive flux &, and the flux predicted by the 
model &m before and after corrections 

Experiment 
4 

[kW *%] 
&,, (corrected) 

[kW m-*1 
(dTldy)rd 
[K mm-‘] 

d 
[kW :-‘I 

El 1.88 1.79 + 0.03 31.4+ 1.4 1.35+0.0.06 
E2 2.79 2.66+0.05 63.0_+ 3.7 2.71 kO.16 
E3 3.77 3.3 8kO.06 69.3* 9.1 2.98 kO.39 
E4 4.24 3.89kO.07 93.5_+ 3.8 4.02&-0.16 
E5 4.73 4.30+0.08 115.1+ 16.3 4.95 + 0.70 

phenomenon on &m the wall conductive heat flux 
at section 2, has been numerically studied ; g&m is 
increased by about 2.3% when taking an initial ther- 
mal turbulence intensity of 0.15 which is a large over- 
estimation of the value reached in our experimental 
conditions. We have thus neglected this effect in the 
following. 

The total relative error is equal to the sum of the 
previous errors (1) to (4). All these effects are sum- 
marized in Table 4. The wall conductive flux deter- 
mined by the 2D turbulence model 42m is compared 
in Table 5 to the one deduced from the laser beam 
deflection &,. This last flux agrees with &, for exper- 
iments E2-E5 when taking into account the uncer- 
tainties on each term. However, the model leads to a 
value 25% larger than that deduced from the deflec- 
tion technique in the case of experiment El char- 
acterized by a Reynolds number close to 104. In fact, 
even for an isothermal medium, there are dis- 
crepancies of about 23% between the predictions of 
the skin-friction coefficient from different turbulence 
models [31]. This quantity is similar to the Nusselt 
number considered here. Discrepancies related to 
other thermal quantities have also been observed [26]. 
The models differ in values of constants, C, in particu- 
lar, or in the kind of boundary conditions, related to 
E and E* for example. On the other hand the model in 
use here agrees with the experiments of Fulachier et al. 

[7] and Blom [9] characterized by Reynolds numbers 
based on the boundary layer thickness equal to 
3.8 x 104and 1.9 x 104, respectively [26]. Consequently 
it is difficult to conclude as regards the experimental 
and theoretical discrepancies observed between exper- 
iment El and our model, for ReDh close to 104. 
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APPENMX 

The turbulence model used comes from a k-s model. 
initially introduced by Jones er ai. 1321 and modified by Lam 
and Bremhorst [33] by introducing wall damping functions. 
This approach has been extended in the EMZC laboratory 
to variable thermophysical properties by Soutiani [24] and 
to the transport of thermal turbulent quantities, the tem- 
perature variance and its dissipation rate, by Mignon CI ui. 
126, 271. The boundary layer hypothesis (i.e. neglecting the 
second derivatives in the streamwise direction) is assumed. 
All time-averaged transport equations of the turbulence 
model can be put in a steady-state case into the form 

where the parameters c, 4. Fa and S, are given in Table Al. 

Table A I. Parameters of the 2D turbulence balance equations 
~___I~_____. -.. .- .---.. -. . - _... .__~.. ~__ 

Equation i Ip J-* .S, 
-. ____ _ ______. .__~. -... . ..-. ~~.._~ __.._ ._ . ~___~ _~~_.._ .-. ---. _ - 

Continuity 1 I 0 0 

Momentum 

Energy G i: if i, 

Turbulent kinetic energy 

Dissipation rate of k 

Half-variance of T 

Dissipation rate of H 

ai 

1 

0, 

1.3 

Table A2. Turbulence model constants 
.~_--- -----~-- _-.- I______ 

@Q CC0 c,, c:, cc2 c, cm G. 1)s c c’,,z 
__~ ~_._... _ _ ..- 

1 1 0.09 1.44 1.92 0.14 0.9 0.72 I.1 0.X 
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The turbulent viscosity p, and conductivity 1, are classi- 
tally modelled by 

The wall damping functions are [26,27] 

_& = (1-exp(-O.O165R,.))* 

.fD, =fDz = 1--ew(-Rh,d, 

where RT, R, and R,, are different Reynolds numbers 
defined by 

R =k’ R=tiY r 
Pa’ y P ) 

J;, = (1-exp(-O.O165R,)) 

x(1-exp(-0.0165PrRJ) 

f2 = l-exp(-RF) 

R,,T = J(g) ry). 

The model constants are summarized in Table A2. The 
boundary conditions at the walls are characterized by zero 
values for a, u, k, &/dy, 8 and &,/dy. The thermal conditions 
are characterized by the imposed values r, and r, of the 
upper and lower wall temperature, respectively. 


